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The multivariate model

Consider the common linear regression model

y(x) = θ1f1(x) + . . .+ θmfm(x) + ε(x) , x ∈ X ⊂ Rd

functions f1(x), . . . , fm(x) are linearly independent and
continuous,

a random error �eld ε(x) has the zero mean and the
covariance kernel K(x, x′) = E[ε(x)ε(x′)],

parameters θ1, . . . , θm are unknown and have to be
estimated.

No replication of experimental points.
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Example: the monitoring network

The S�udliche Tullnerfeld in Lower Austria and the monitoring
network, (Muller, 2000, 2005; Muller, Pazman, 1999).

Consider the linear model with f(x) = (1, x[1], x[2])
T , the

isotropic spherical correlation function

K1(x, x
′; θ) =


θ1 + θ2 ‖x− x′‖ = 0

θ2(1 − 1.5‖x− x′‖/θ3 + 0.5‖x− x′‖3/θ3
3) 0 < ‖x− x′‖ < θ3

0 ‖x− x′‖ > θ3

,

or the Gaussian correlation function
K2(x, x

′; θ) = θ1δ0(‖x− x′‖) + θ2 exp(−‖x− x′‖2/θ2
3).
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Design and covariance matrices

Exact design Continuous design

BLUE (XTΣ−1X)−1 −

OLS (XTX)−1XTΣX(XTX)−1 M−1(ξ)B(ξ, ξ)M−1(ξ)

X = (fi(xj))
i=1,...,m
j=1,...,N

Σ = (K(xi, xj))i,j=1,...,N

M(ξ) =

∫
X
f(u)fT (u)ξ(du),

B(ξ, ξ) =

∫
X

∫
X
K(u, v)f(u)fT (v)ξ(du)ξ(dv).
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Speci�cs of BLUE and WLS

Let the design points ξN = {x1;N , . . . , xN ;N} be generated by
the quantile function Q(·) of a continuous measure ξ,

xi;N = Q ((i− 1)/(N − 1)) , i = 1, . . . , N.

We have

lim
N→∞

Cov(θ̂BLUE|ξN) = lim
N→∞

Cov(θ̂BLUE|ζN)

and
lim

N→∞
Cov(θ̂WLS|ξN) 6= lim

N→∞
Cov(θ̂WLS|ζN).
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The necessary condition of D-optimality

Theorem (Dette, Pepelyshev, Zhigljavsky, 2012)

Let ξ∗ be any D-optimal design. Then for all x ∈ X we have

d(x, ξ∗) ≤ b(x, ξ∗), (∗)

where

d(x, ξ) = fT (x)M−1(ξ)f(x)

and

b(x, ξ)= tr(B−1(ξ, ξ)B(ξ, ξx))=fT(x)B−1(ξ, ξ)
∫

K(u, x)f(u)ξ(du),

ξx = {x, 1} is the Dirac measure. Moreover, there is equality

in (∗) for ξ∗-almost all x.
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Examples of d(x, ξ) and b(x, ξ)

The functions b(x, ξ) and d(x, ξ) for the regression model with
f(x) = (1, x, x2)T , x ∈ [−1, 1] and the covariance kernels
K(u, v) = e−|u−v| (left), K(u, v) = max(0, 1 − |u− v|)
(middle) and K(u, v) = − log(u− v)2 (right), and the arcsine
design ξ.
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The multiplicative algorithm

Let ξ(r) = {x1, . . . , xn;w
(r)
1 , . . . , w

(r)
n } denote the design at

the iteration r.
The updating rule for the weights has the form

w
(r+1)
i =

w
(r)
i

(
ψ(xi, ξ

(r)) − βr

)∑n
j=1w

(r)
j

(
ψ(xj, ξ(r)) − βr

) , i = 1, . . . , n,

where βr is a tuning parameter, 0 ≤ βr < mini ψ(xi, ξ
(r)),

ψ(x, ξ) = d(x, ξ)/b(x, ξ).

In most of cases, 20 iterations are su�cient for �nding a good
approximation of the optimal design.
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Examples of D-optimal designs

The design ξ(20) for the spherical correlation function with
θ = (4.89, 1.86, 0.81).

The design ξ(20) for the Gaussian correlation function with
θ = (4.89, 1.86, 0.5).
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Examples of D-optimal designs

The design ξ(20) for the spherical correlation function with
θ = (4.89, 1.86, 0.4).

The design ξ(20) for the spherical correlation function with
θ = (4.89, 1.86, 1.6).
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Generation of exact designs

For given N , we choose a discretization x1, . . . , xn such that n
is much larger than N . Let ξ = {x1, . . . , xn;w1(1), . . . , wn(1)}
be the asymptotic optimal design calculated by the
multiplicative algorithm.

Find the index τ such that wτ(k) is maximal, i.e.
wτ(k) = maxj wj(k).
Set x′k = xτ + ε, where ε is a random variable with zero
mean and very small variance.
De�ne wτ(k+1) = wτ(k) − 1/N and wj(k+1) = wj(k) for all
j 6= τ .
If wτ(k+1) < 0, then set wτ(k+1) = 0 and the weights for
points in a neighborhood of xτ should be decreased such
that

∑n
j=1wj(k+1) = (N − k)/N . In other words, we

should take points that are nearest to xτ and decrease
weights at them.
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Exact designs

The exact designs ξ20, ξ25, ξ30 and ξ36 generated by the design
ξ(20) for the linear model and the spherical correlation function
with θ = (4.89, 1.86, 0.81); Ψ(ξN) = 3

√
(XTΣ−1X)−1.

Ψ(ξ20) = 5.39, Ψ(ξ25) = 4.56,

Ψ(ξ30) = 4.15, Ψ(ξ36) = 3.67.
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Fully optimized exact designs

The exact designs ξ∗D,36,r (left) and ξ∗D,36,a (right) computed
by the Brimkulov algorithm (Muller, 2005) when the initial
design is random and one generated from the asymptotic

optimal density, respectively, for the linear model and the
spherical correlation function with θ = (4.89, 1.86, 0.81).

Ψ(ξ∗D,36,r) = 3.55, Ψ(ξ∗D,36,a) = 3.39,

For the existing monitoring network, Ψ(ξm.n.) = 6.93.
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Computer experiments

Let we intend to perform N evaluation of a computer
model.

Discretize the domain with n points, n >> N .

Run the multiplicative algorithm to �nd the asymptotic
optimal design ξ.

Compute N -point exact design using ξ.
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Example of design in [0, 1]4

Consider the model with f(x) = (1, x[1], x[2], x[3], x[4])
T and

the Gaussian correlation function K(x, x′) = exp(−‖x− x′‖2).

Generate 200 random uniform points in [0, 1]4.

Conclusion: Uniform design is not D-optimal.
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Thank you for your attention.
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