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A New Branch and Bound Algorithm for the D-optimal Design

Problem
Selin Damla Ahipasaoglu1 and Benjamin Tan 2

1 Introduction

Calculating an exact D-optimal design over a finite set of points remains a very challenging task even though
approximate designs can be found efficiently. We develop a new branch-and-bound framework for solving
the exact D-optimal Design problem and discuss how it can be implemented efficiently. In each node of
the branch-and-bound tree, we solve a generalization of D-optimal design problem via a simple yet effective
first-order algorithm. We provide promising computational results.

2 Formulation of the problem

Given a set of regression points {x1, . . . , xm} ∈ <n and the total number of experiments N , the exact
D-optimal design can be calculated by solving the following program:
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ui = 1,

ui ≥ 0, ∀i,
Nui ∈ Z, ∀i,

where X is an n × m matrix whose ith column stores xi and U is a diagonal matrix with components of
u ∈ <m on its diagonal.

We solve the integer program by a branch-and-bound method. We start with solving a relaxation of the
problem where the last constraint is ignored. This corresponds to the well-known approximate D-optimal
design problem for which many efficient algorithms exist. (See [1] and references therein.) If the optimal
solution u (of the relaxed problem) violates the omitted integrality constraints, then we “branch” on an

index j (such that Nuj is fractional) to generate two subproblems with additional constraints: uj ≤ bNujc
N

and uj ≥ dNuje
N . Therefore, in each node of the search tree, we solve the following generalization of the

approximate D-optimal design problem:
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αi ≤ ui ≤ βi, ∀i,

where αi, βi ∈ [0, 1],∀i. We solve the subproblems by a first-order algorithm that updates only two coordi-
nates of the iterate at each iteration. This facilitates efficient calculation of the optimal step size and new
objective function value at each iteration.

We compare our results to recent work provided by [2] and observe promising results for certain problem
sizes.
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