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Linear generalized Kalman–Bucy filter
Tatiana M. Tovstik, Petr E. Tovstik, and Darya A. Shirinkina 1

1 Introduction

The linear generalized Kalman–Bucy filter problem [1] is studied. A signal and a
noise are independent stationary auto-regressive processes with orders exceeding 1.
In the frames of the recurrent algorithm, equations for the filter and its error are
delivered. A direct algorithm is also proposed. The advantages and the locks of
both algorithms are discussed. Numerical examples are given.

2 Statement of the problem

Let an observed process ζt = θt + ηt be the sum of two independent processes
consisting of a signal θt and a noise ηt. We assume that the processes θt and ηt
are stationary autoregressive sequences of orders n and m, respectively,

n∑
k=0

akθt−k = σ1ε1(t), a0 = 1,
m∑

k=0

bkηt−k = σ2ε2(t), b0 = 1. (1)

The random errors εi, i, j = 1, 2 are such that Eεi(t) = 0, Eεi(t)εj(s) = δtsδij
where δkj is the Kronecker delta. The moduli of the roots of the characteristic
polynomials a(z) =

∑n
k=0 akz

n−k and b(z) =
∑m

k=0 bkz
m−k are less than 1.

The Kalman–Bucy filter problem consists in the prognosis of the process θt at
t ≥ 0 by using observations of the process ζt at t ≥ 0. In [2] the case m = n = 1
is studied. Here we investigate the more general case n ≥ 1, m ≥ 1, n+m > 2.

3 Recurrent relations of the Kalman-Bucy filter

We denote the process θt, estimate and its error with respect to the σ-algebra F ζ
t ,

µt = E(θt|F ζ
t ), γt = E[(θt − µt)

2|F ζ
t ], F ζ

t = σ{ω : ζ0, . . . , ζt}. (2)

The recurrent relations are obtained in the following form

µt+1 =
w−1∑
k=0

At,kµt−k +
m−1∑
k=0

Bt,kζt−k, γt+1 = Ct, (3)

where w = max{n,m} and At,k, Bt,k, Ct are the non-linear functions of the coef-
ficients aj , bj , σj in Eqs. (1), and of γi, t + 1 − w ≤ i ≤ t. Relations (3) are
unacceptable at 0 ≤ t ≤ w − 2, and for such t a direct algorithm shall be used.

1Faculty of Mathematics and Mechanics, St. Petersburg State University, 199034,
Universitetskaya nab. 7/9, St. Petersburg, Russian Federation, USA, E-mail:
peter.tovstik@mail.ru



4 The direct algorithm

For t ≥ 0 the Kalman–Bucy filter µt in the linear approximation is

µd
t = E(θt|F ζ

t ) =
t∑

k=0

α
(t)
k ζt−k (4)

and we should choose the coefficients α
(t)
k so that the error γd

t = E(θt − µd
t )

2 be
minimum. That leads us to the equations

t∑
p=0

α(t)
p Rζ(k − p) = Rθ(t− k), k = 0, 1, . . . , t, Rζ(t) = Rθ(t) +Rη(t), (5)

and to the minimum value of γd
t = Rθ(0)−E((µd

t )
2) = Rθ(0)−

∑t
k=0 α

(t)
k Rθ(t−k).

Here Rθ(t) and Rη(t) are to be found from the Yule–Walker equations [3].

5 Discussion

The direct algorithm may be used for all t, and not only for initial values of t.
It is proved that the direct algorithm converges as t → ∞. By examples we

show that the recurrent algorithm sometimes diverges.
For n+m ≤ 3 the results of the recurrent and of the direct algorithm exactly

coincide. In the remaining cases (excluding t < w) γr
t > γd

t , where γr
t and γd

t are
the errors of the recurrent and of the direct algorithm, respectively.

The relations αt
k → α∞

k < ∞ for a fixed k, and α∞
k → 0 as k → ∞ are valid.

Therefore, if we want to use the direct algorithm for large values of t, it is possible
to avoid the solution of Eqs. (5) of order t. We choose a small ε (say, ε = 10−3),

and find τ such that |α(t)
k | < ε for all t > τ . Then we may use the approximate

equations (4) with summation from 0 to τ and with α
(t)
k = α

(τ)
k .
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