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Design of Experiments, Bayesian Quadrature and

Sensitivity Analysis

Luc Pronzato 1

A standard objective in computer experiments is to predict/interpolate the be-
haviour of an unknown function f on a compact domain from a few evaluations
inside the domain. When little is known about the function, space-filling design is
advisable: typically, points of evaluation spread out across the available space are
obtained by minimizing a geometrical (for instance, minimax-distance) or a dis-
crepancy criterion measuring distance to uniformity. We shall focus our attention
to sequential constructions where design points are added one at a time. This work
is in collaboration with Anatoly Zhigljavsky (Cardiff University) and is motivated
by recent results [4] indicating that the sequence of design points generated by a
vertex-direction algorithm applied to the minimization of a convex functional of a
design measure can have better space filling properties than points generated by
the greedy minimization of the corresponding supermodular set function.

We shall make a survey of some recent results on energy functionals, that
can be used to measure distance to uniformity, based on [1, 5, 6]. In particular,
we shall investigate connections between design for integration of f with respect
to a measure µ (quadrature design), construction of the (continuous) BLUE for
the location model, and minimization of energy (kernel discrepancy) for signed
measures. Integrally strictly positive definite kernels define strictly convex energy
functionals, with an equivalence between the notions of potential and directional
derivative for smooth kernels, showing the strong relation between discrepancy
minimization and more traditional design of optimal experiments. In particular,
kernel herding algorithms are special instances of vertex-direction methods used
in optimal design, and can be applied to the construction of point sequences with
suitable space-filling properties.

Finally, when using a Gaussian-process prior for f , a suitable Karhunen-Loève
decomposition of the process yields a Bayesian linear model. The machinery of
optimal design theory can then be used to construct optimal design measures
that minimize the integrated mean-squared prediction error (a Bayesian A-optimal
design problem [2]), or the variance of estimators of Sobol’ indices for sensitivity
analysis (which corresponds to Bayesian L-optimal design [3]), or the variance of
an unbiased estimator of the integral of f with respect to µ (Bayesian c-optimal
design).
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