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Linear generalized Kalman—Bucy filter
Tatiana M. Tovstik, Petr E. Tovstik, and Darya A. Shirinkina !

1 Introduction

The linear generalized Kalman—Bucy filter problem [1] is studied. A signal and a
noise are independent stationary auto-regressive processes with orders exceeding 1.
In the frames of the recurrent algorithm, equations for the filter and its error are
delivered. A direct algorithm is also proposed. The advantages and the locks of
both algorithms are discussed. Numerical examples are given.

2 Statement of the problem

Let an observed process (¢ = 6; + n; be the sum of two independent processes
consisting of a signal §; and a noise 7;. We assume that the processes 6; and
are stationary autoregressive sequences of orders n and m, respectively,

Zakﬁt_k = 0'161(t), apg = ]., Zbk’r]t_k = Jg&g(t), bo =1. (1)
k=0 k=0

The random errors ¢;, 4,5 = 1,2 are such that Ee;(t) = 0, Ee;(t)e;(s) = 6¢50i;
where d; is the Kronecker delta. The moduli of the roots of the characteristic
polynomials a(z) = Y p_, arz" "% and b(2) = Y-, biz™ % are less than 1.

The Kalman—Bucy filter problem consists in the prognosis of the process 60; at
t > 0 by using observations of the process (; at ¢ > 0. In [2] the case m =n =1
is studied. Here we investigate the more general case n > 1, m > 1, n+m > 2.

3 Recurrent relations of the Kalman-Bucy filter

We denote the process 6;, estimate and its error with respect to the o-algebra Ff,

e =EO|F), v =E[(0; — )?|Ff], Ff=o{w:Coe o G} (2)

The recurrent relations are obtained in the following form

w—1 m—1
M1 = Z Ag kpht—p + Z By kCi—k, Y41 = Cy, (3)
k=0 k=0

where w = max{n,m} and A, B, C; are the non-linear functions of the coef-
ficients a;, b;, o; in Egs. (1), and of v, t+1 —w < ¢ < t. Relations (3) are
unacceptable at 0 < ¢ < w — 2, and for such ¢ a direct algorithm shall be used.
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4 The direct algorithm

For t > 0 the Kalman—Bucy filter u; in the linear approximation is
t
t
i =EOF) =Y a6k (4)
k=0

and we should choose the coefficients a,(f) so that the error v = E(0; — uf)? be
minimum. That leads us to the equations

t

> alRe(k—p)=Re(t—k), k=0,1,....t,  Re(t)=Re(t)+ Ry(t), (5)
p=0

and to the minimum value of v = Rg(0) —E((uf)?) = Re(0)— >4 ag)Rg(tfk).
Here Ry(t) and R, (t) are to be found from the Yule-Walker equations [3].

5 Discussion

The direct algorithm may be used for all ¢, and not only for initial values of ¢.

It is proved that the direct algorithm converges as t — oo. By examples we
show that the recurrent algorithm sometimes diverges.

For n +m < 3 the results of the recurrent and of the direct algorithm exactly
coincide. In the remaining cases (excluding ¢ < w) 77 > ¢, where 47 and v are
the errors of the recurrent and of the direct algorithm, respectively.

The relations of — af° < oo for a fixed k, and af® — 0 as k — oo are valid.
Therefore, if we want to use the direct algorithm for large values of ¢, it is possible
to avoid the solution of Egs. (5) of order . We choose a small € (say, ¢ = 1073),

and find 7 such that |a,(€t)| < ¢ for all t > 7. Then we may use the approximate

equations (4) with summation from 0 to 7 and with a,(:) = ag).
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