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This talk continues the investigations of the paper [1], in which the systematization of numerical (implemented on a computer) randomized functional algorithms for approximation of a solution of Fredholm integral equation of the second kind is carried out. Wherein, three types of such algorithms are distinguished: *the projection, the mesh* and *the projection-mesh methods*.

In the paper [1], the possibilities for usage of these algorithms for solution of practically important problems are investigated in detail. The disadvantages of the mesh algorithms, related to the necessity of calculation values of the kernels of integral equations in fixed points, are identified. On practice, these kernels have integrated singularities, and calculation of their values is impossible.

Thus, for applied problems, related to solving Fredholm integral equation of the second kind, it is expedient to use not mesh, but the projection and the projection-mesh randomized algorithms.

Nevertheless, as opposed to the mesh methods, the usage of *the theory of conditional optimization* (see, for example, [2]) for these algorithms is somewhat complicated.

In this theory, the question is about the coordinated choice of the parameter (the number of the nodes or the basic functions) and the parameter (the number of the trajectories of the applied Markov chain, simulated on a computer) for the implemented functional algorithms. These parameters must provide the given error level (designate it as ) by the minimal computing expenditures .

Construct the upper boundary of the algorithm's error , which depends on the parameters and :

This function of the two variables is equated to the value . From the equation of the form

one of the parameters (for example, ) presents in terms of the other parameter: .

This ratio is substituted into the expression for the expenditures (which is also depends on the parameters and ; as a rule, ). As the result, we get the function on the one variable and investigate this function for minimum with the help of the well-known methods of mathematical or numerical analysis.

The defined values are named as *the conditionally optimal parameters* of the model (algorithm). The ``conditionally'' of this optimization technique is related to the fact that in the left-hand side of the equation of the form (2) we use not the algorithm's error itself but it's upper boundary (may be, this boundary is inexact, rough?!).

The difficulties for the conducting of such reasoning for the projection methods are related to the existence of the ``tails'' of the infinite orthogonal function systems and the necessity of their estimation for construction of the error upper boundaries of the form (1).

In this sense, it is rather more simple (and, possibly, effective) to use the projection-mesh methods, for which the search for the conditionally optimal parameters is not too complicated problem [3].
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