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Excess of D-optimal Designs for Cobb-Douglas

model
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1 Introduction

The problem of searching nonsingular optimal designs with the minimal number of
support points is quite important since the use of such designs allows to decrease
experimental expenses. Many works were devoted to the study of this problem, see
[7], [8] and [1]). In pioneer paper [2] was shown that D-optimal designs are always
saturated for polynomial regression models, i. e. the number n of support points
of these designs coincides with the number p of unknown parameters θ ∈ Θ ⊆ Rp

of the model η(x, θ). In [6], this result is called the de la Garza phenomenon. On
the other hand, for nonlinear in parameters models, cases in which optimal designs
arise with the number of support points n > p are not rare. In our recent paper
[4] we proposed to call such cases the excess phenomenon, and the corresponding
designs excess designs. The series of papers [9], [10], [11] and [3] consider the
question on transferring de la Garza result to nonlinear models. For example, in
[9] and [11] it was provided an approach allowing to decrease the upper estimate

for the number of support points which is equal to p(p+1)
2 for D-optimal designs

following from the Caratheodori theorem. In some cases, the Yang method directly
leads to the conclusion that the locally optimal design ξ = ξ(θ) for the model in
question is saturated. One manages to decrease the upper estimate for the number
of support points in the Yang-Stufken method due to analysis of the structure of
the information matrix elements. It is evident that, if there are equal elements
among them or if they possess certain specific properties, then the account for this
information leads to reducing the upper estimate.

Most authors are concentrated their attention on models with one explaining
variable whereas many regression models used in practice are multidimensional.
These models are much more difficult to study and methods that work good enough
for one dimensional models (such as Yang-Stufken method and its specifications
for example) usually can’t be generalized to a multidimensional case. To a large
extent, this is related to the fact that Chebyshev systems of functions do not exist
in this case, see [3].

Excess phenomenon also takes place for the locally optimal design for multi-
dimensional models. The analytical solution of the problem of finding the depen-
dence between the number of the locally optimal design support points and the
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lengths of the design intervals could be a very useful instrument which allows the
investigator to choose the most suitable design space to reduce experimental ex-
penses. In our recent paper [4] we got some results for Ayen-Peters model but to
our best knowledge no other analytical solutions of this problem for multidimen-
sional models are available in the literature. The purpose of the present paper is
to study excess phenomenon on the example of the two-dimensional Cobb-Douglas
model which is used in microeconomics [5]. In our work, we show that, for some
homotheties T :X → X ′ of the design space X , saturated locally D-optimal designs
for two-dimensional model can become excess and vice versa. We find saturated
designs in the explicit form. In our paper we provide an analytical solution of the
problem we’ve discussed.
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