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Combined nonparametric estimators of probability

characteristics

Yury G. Dmitriev and Gennady M. Koshkin 1

Consider probability characteristics presented by the following functionals:

θ = θ(H) =

∫
Rs

φ(x⃗)dH(x⃗), (1)

bj = bj(H) =

∫
Rs

ψj(x⃗)dH(x⃗), j = 1,m, (2)

where x⃗ = (x1, . . . , xs), H(x⃗) =

s∏
l=1

F (xl), dH(x⃗) =

s∏
l=1

dF (xl), F (x) is an un-

known distribution function on R1, φ,ψj : R
s → R1 are given functions.

Let us estimate θ under condition that bj takes one of known values {βj,1, . . . , βj,kj},
kj ≥ 1, using independent sample X1, . . . , XN from F (x). Thus, the problem can
be formulated as follows: it is necessary to estimate (1) under the condition

∆j(H) =

kj∏
t=1

∆j,t(H) =

kj∏
t=1

(bj(H)− βj,t) = 0, j = 1,m. (3)

The problem is to estimate (1) taking into account condition (3). In the special
case kj = 1, the problem was studied in [4] and [2]. With aim of using auxil-
iary information, several authors [1, 5, 6] have employed the empirical likelihood
method. In all these works, it is shown that the estimators which take into ac-
count auxiliary information have smaller variances than the estimators without
using auxiliary information.

Instead of unknown H(x⃗) in (1) and (3) substitute the estimates

Ĥτ (x1, . . . , xs) =
1

|ωτ |
∑

{ij}∈ωτ

s∏
j=1

c(xj −Xij ), (4)

where c(t) = {1 : t > 0; 0 : t ≤ 0} , ωτ is the set of index compositions (i1, . . . , is),
selected according to some rule with the index τ (ij = 1, . . . , N ; j = 1, . . . , s), |ωτ |
is the number of elements in the set ωτ . Then, obtain θ̂τ = θ(Ĥτ ), ∆̂τ,j = ∆j(Ĥτ ).

Introduce the following class of estimators:

θ̂λτ = θ̂τ − λTτ ∆̂τ , (5)
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where ∆̂τ = (∆̂τ,1, . . . , ∆̂τ,m)T, λτ = V −1
τ Cτ , the matrix Vτ = EF ∆̂τ ∆̂

T
τ is a

non-degenerate matrix, V −1
τ is the inverse matrix of Vτ , Cτ = EF (θ̂τ − θ)∆̂τ is

the matrix-column. Here, λτ minimizes MSE EF [θ̂λ− θ]2 for the given τ , and this
minimum is equel to

EF [θ̂λτ − θ]2 = EF [θ̂τ − θ]2 − CT
τ V

−1
τ Cτ .

The non-negative quantity CT
τ V

−1
τ Cτ determines the decrease of the MSE by

attracting auxiliary information (3).
The estimator (5) combines (joins) the available empirical and prior informa-

tion about the functionals (1) and (2). Statistical information about θ is contained
by θ(Ĥτ ), a priori information about bj is given by {βj,1, . . . , βj,kj

}, and statistical

information is in bj(Ĥτ ). Index τ corresponds to various methods of construc-
tion of an estimate, differing in the number of computational operations and the
accuracy of estimation on the base of MSE.

It is important to note that the amount of this MSE’s decrease depends on
functionals (2), ∆j,t in (3), τ , m, and kj . For example, the increase of |∆j,t| and
m reduces MSE, the increase of kj increases MSE.

The statistic (5) can be used as an estimator for θ if you know λτ ; otherwise

you need to construct its estimate λ̂τ . In the paper, adaptive estimators

θ̂λ̂τ
= θ̂τ − λ̂Tτ ∆̂τ (6)

are proposed. The asymptotic normality of all the proposed estimators is proved.
Also, the mean square convergence for piecewise-smooth approximations [3] of
estimators (6) is stated.
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